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Lesson 24: Animal Kingdom
Your lecturers spent substantial part of their youth admiring a 
particular Croatian chocolate called Animal Kingdom. Each 
chocolate bar came with a card —- a drawing of some (random) 
animal, and the associated album made us eat a lot of chocolate. 
Then our kids came, and the story repeated. Some things stay 
forever. Funny stuff was we never understood the order in which 
the cards were laid out in the album. We later learned about 
taxonomy, but being more inclined to engineering we never 
mastered learning it in our biology classes. Luckily, there’s data 
mining and the idea that taxonomy simply stems from measuring 
the distance between species.

Here we use zoo data (from documentation data sets) with 
attributes that report on various features of animals (has hair, has 
feathers, lays eggs). We measure the distance and compute the 
clustering. Animals in this data set are annotated with type 
(mammal, insect, bird, and so on). It would be cool to know if the 
clustering re-discovered these groups of animals. We can do this 
through marking the clusters in Hierarchical Clustering widget, 
and then observing the results in the Sieve Diagram.
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Looks great. Birds, say, are in cluster C6. Cluster C4 consists of 
amphibians and some reptiles. And so forth.

Checking this in the Box plot is even cooler. We can get a 
distribution of animal types in each cluster:

Or we can turn it around and see how different types of animals 
are spread across clusters.

What is wrong with those mammals? Why can't they be in one 
single cluster? Two reasons. First, they represent 40 % of the data 
instances. Second, they include some weirdos. Click on the clusters 
in the box plot and discover who they are.
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