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Lesson 25: Discovering clusters
Can we replicate this on some real data? Can clustering indeed be 
useful for defining meaningful subgroups?

Take brown-selected (from documentation data sets) connect the 
hierarchical clustering so the you can see a cluster as a subset in 
the scatterplot.

So far, we used the dendrogram to set a cut-off point. Now we will 
click on a branch in a dendrogram to select a subset of the data 
instances. By combining it with the Scatter Plot widget, we get a 
great tool for exploring the clusters. Try it with an appropriate pair 
of features to visualize (use Rank projections).

By using a scatter plot or other widgets, an expert can determine 
whether the clusters are meaningful.

For this data set, though, we can do something even better. The 
data already contains some predefined groups. Let us check how 
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well the clusters match the classes - which we know, but clustering 
did not.

We will use the dendrogram to set a suitable threshold that splits 
the data into some three to five clusters. We can plot this data in a 
new scatter plot; we find a reasonable pair of attributes and then 
set the color of the points to represent the cluster they belong to. 
Do the clusters match the actual classes? The result is rather 
impressive if you keep two things in mind. First, the clustering 
algorithm did not actually know about the classes, it discovered 
them by itself. Second, it did not operate on the picture you see in 
the scatter plot and in which the clusters are quite pronounced, 
but in a 79-dimensional data space with possibly plenty of 
redundant features. Yet it identified the three groups of genes 
almost without mistakes.

This lessons is not a recipe for what you should be doing in 
practice. If your data already contains groups labels, say gene group 
annotations, there is no need to discover them (again) by using 
clustering. In this case you should be interested in predictive 
models from previous lessons. If you do not have such a grouping 
but you suspect that the data contains distinct subgroups, run 
clustering. The sole purpose of this lesson was to demonstrate that 
clustering can indeed find a meaningful subgroups in the data; we 
pretend we did not know the groups, use the clustering to discover 
them, and checked how well the correspond to the actual groups.
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